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Introduction to the Course

Course Content

This course focuses on the research design and data analysis tools used to explore and understand social media and text data. The fundamentals of research design are the same throughout the social sciences, however the topical focus of this class is on computationally intensive data generating processes and the research designs used to understand and manipulate such data at scale.

By massive or large scale, I mean that there are lots of subjects/connections/units/rows in the data (e.g., social network data like the kind available from twitter), or there are lots of variables/items/columns in the data (e.g., image or text data with many thousands of columns that represent the words in the document corpus), or the selected analytical tool is a computationally complex algorithm (e.g., a Bayesian simulation for modeling a latent variable, a random forest model for exploratory data analysis, or a neural network for automatically classifying new observations), or finally some combination of these three issues. The course will provide students with the tools to design observational studies and experimental interventions into large and unstructured data sets at increasingly massive scales and at different degrees of computational complexity.

How will we go about learning these tools? In this class, we will learn to program and program to learn. What do I mean? First, we will use the R program environment to learn the building blocks of programming. These skills are essential for managing the increasingly large and complex datasets of interest to social scientists (e.g., image data, text data).

As we develop programming skills in R, we will use them to help us understand how different types of data analysis tools work. For example, by the end of the course, students will be able to program and evaluate their own neural network or structural topic model from scratch.
We will start very small and learn how to scale up. In the beginning of the course, we will not make use of many packages other than the base packages available by default in R. As we proceed, we will learn how models for data work before then investigating the functions that exist in the large, always increasing catalogue of packages available for you to use in R. The development of new functions in R is advancing rapidly. The tools you learn in this class will help you improve as a programmer and a data scientist but learning how to program and using your programming skills to learn how to analyze data.

**Course Objectives**

Students will learn how to design models for data that take advantage of the wealth of information contained in new massive scale online datasets such as data available from twitter, images, and the many newly digitized document corpuses now available online. The focus of the course is on learning to program in R with special attention paid to designing studies in such a way as to maximize the validity of inferences obtained from these complex datasets.

- Learn to program models in R at a small scale using the base package and a minimal number of other packages
- Use the tools from research design to assist in model development
- Validate models of observational data in comparison to an appropriate baseline model
- Develop simulation based models for large scale, observational data
- Develop and validate measurement (e.g., latent variable models, structural topic models) and classification models (e.g., neural networks) of text and image based data

**Course Prerequisites**

Students should have some familiarity with concepts from research design and statistics. Generally, exposure to these concepts occurs during the first year course at a typical PhD program in political science. Students should also have familiarity with the R computing environment. The more familiarity with R the better.

**Course Details**

- We will begin each class period with a “programming challenge” (approximately 20-25 minutes).
- I will then give a short lecture over the class material (approximately 30-45 minutes).
- The remaining portion of class (approximately 1.5-2 hours) will be devoted to hands on learning with R, simulated data, and the large scale datasets provided by the instructor.
- The course schedule section, which is below, provides even more details about the topic of the lecture for each class day, citations for the discussion readings, and chapter entries from the text books for the programming and data analysis tools covered in the class.
Required Readings (Books)


Suggested Readings (Books)


Additional required and suggested articles are listed below in the course schedule.
Day 0: Background Reading

Suggested Readings:

1. Efron and Hastie (Ch.2. “Frequentist Inference”).
2. Efron and Hastie (Ch.3. “Bayesian Inference”).
3. Efron and Hastie (Ch.4. “Fisherian Inference and Maximum Likelihood Estimation”).
4. Efron and Hastie (Ch.5. “Parametric Models and Exponential Families”).
Day 1: Introduction to Inference and Programming

*Introduction to Research Design and Data Analysis using Programming and Simulation Based Methods as Learning Tools:*

Introduction to the research design and data analysis tools used to explore and understand social media and text data.

**Readings:**

1. Matloff 2011 (Ch.1: “Getting Started”).

**Suggested Readings:**

Day 2: Data Management and Analysis for Large Scale Data Structures

Introduction to Parallel Programming in R for Analysis and Exploration of Social Media Data:

Introduction to the R programming environment. We will review the various data and programming structures that are available for use in R. We will pay particular attention to vectorization and parallelization. Though we will begin with very small programs for learning, we also need to remember that the massive scale datasets that are increasingly available need optimized programs designed to manage and analyze these massive scale data structures.

Readings:

1. Matloff 2011 (Ch.2: “Vectors”).
2. Matloff 2011 (Ch.3: “Matrices and Arrays”).
3. Matloff 2011 (Ch.4: “Lists”).
4. Matloff 2011 (Ch.5: “Data Frames”).
5. Matloff 2011 (Ch.6: “Factors and Tables”).
6. Matloff 2011 (Ch.7: “R Programming Structures”).
8. Matloff 2011 (Ch.16: “Parallel R”).

Suggested Readings:

9. Bolker (Ch.2, “Exploratory data analysis and graphics”)
Day 3: Simulation Based Programming and Inference

*Introduction to simulations in R:*

We will develop and implement simulations in R to accomplish two learning goals. For the first learning goal, we will develop simulations in R to help us practice all of the programming and data structures that are available in R. For the second learning goal,

*Readings:*

1. Efron and Hastie (Ch.1. “Algorithms and Inference”).
2. Efron and Hastie (Ch.3. “Bayesian Inference”).
3. Efron and Hastie (Ch.4, “Fisherian Inference and Maximum Likelihood Estimation”).
4. Gelman and Hill (Ch.7, “Simulation of probability models and statistical inferences”).
5. Gelman and Hill (Ch.8, “Simulation for checking statistical procedures and model fits”).
6. Matloff 2011 (Ch.8: “Doing Math and Simulations in R”).

*Suggested Readings:*

7. Bolker (Ch.5, “Stochastic simulation and power analysis”)
8. Efron and Hastie (Ch.8, “Generalized Linear Models and Regression Trees”).
9. Efron and Hastie (Ch.9, “Survival Analysis and the EM Algorithm”).
10. Gelman and Hill (Ch.2, “Concepts and methods from basic probability and statistics”).
Day 4: Simulation Based Programming for Model Comparison and Selection

Evaluating Model Performance Using In-sample and Out-of-sample Data:

In this section, we will program and learn several simulation based validation tools for assessing a model of observational data in comparison to an appropriate baseline model.

Readings:

1. Efron and Hastie (Ch.10, “The Jackknife and Bootstrap”)

2. Efron and Hastie (Ch.12, “Cross-Validation and $C_p$ Estimate of Prediction Error”)

Suggested Readings:

3. Efron and Hastie (Ch.7, “James-Stein Estimation and Ridge Regression”).

4. Efron and Hastie (Ch.11, “Bootstrap Confidence Intervals”).

Day 5: Measurement and Validation using Latent Variable Models

Measurement Models for Reducing High Dimensional Data for Visualization and Analysis with Applications to Text Data and Star Trek:

Measurement, as a scientific process, should accomplish two related tasks. First, link a theoretical concept to a data generating procedure. Second, link the data generating procedure to observed information. In this section we continue our focus on text as data, which is almost always found and not generated explicitly by a researcher. This means that we need to consider both the concept and the data generating process as part of our research program. What does this mean?

Political scientists are often interested in explaining concepts that are difficult or impossible to observe. Examples of unobservable concepts include political knowledge, political ideology, democracy, respect for human rights, or inequality. Even concepts that are based on directly observable information such as the number of individuals that reside in a state, the number of individuals killed during a conflict, or the level of economic output are often not easily observed. A key challenge for political scientists and social scientists generally, is creating models that can measure these concepts while also capturing the uncertainty associated with the processes by which they are measured.

This sections provide an introduction to measurement models generally with specific focus on Bayesian measurement models and measurement models that make use of text data. We will emphasize the use of construct validity to assess new and existing measures in applied research. We will motivate the development of these models with a discussion of the Bayesian perspective on the relationship between data and model parameters. This perspective is useful because it shifts the burden of validity from the primary source documentation and raw data to the model parameters that bind these diverse pieces of information together.

Readings:


Suggested Readings:


7. Efron and Hastie (Ch.13, “Objective Bayes Inference and MCMC”).

8. Gelman and Hill (Ch.13, “Multilevel linear models: varying slopes, non-nested models, and other complexities”).

9. Gelman and Hill (Ch.14, “Multilevel logistic regression”).

10. Gelman and Hill (Ch.16, “Multilevel modeling in Bugs and R: the basics”).


Day 6: Text as Data

*Introduction to Regular Expressions, Document-by-Term matrices, and Construct Validity:*

We will continue to use simple R programs to help us understand some of the common and important text processing steps. Much of the work involved in using text as data is in the processing of the character/string information. Regular expressions are the key functions that we will use. These key functions are embedded in many many R packages. We will start with the basics before move to more efficient libraries, again with the idea that we will learn the nuts and bolts of these critical tools.

**Readings:**

1. Matloff 2011 (Ch.10: “Input/Output”).

2. Matloff 2011 (Ch.11: “String Manipulation”).


**Suggested Readings:**


Day 7: Automating Classification with Neural Networks

Introduction to Feed-forward Neural Networks and Back-propagation using Gradient Descent:

Neural Networks are a powerful tool for automated classification and any other predictive task. The main hurdle to understanding how these models work is the terminology associated with their implementation and use. During this section, we will see that a neural network is simply a linear model at its core and a set of linear transformations in the more exotic varieties of these models. Once we understand the basic building blocks of these models, we will see that neural networks are straightforward to implement but computationally quite expensive when implementing them on massive scale datasets. As usual, we will start with very simple models to learn. We will then apply this learning to more complex implementations of these models. We will use all of the tools developed during prior class periods to evaluate the performance of these models relative to a substantively meaningful baseline model.

Readings:

1. Efron and Hastie (Ch.18, “Neural Networks and Deep Learning”).

Suggested Readings:

2. Bolker (Ch.7, “Optimization and all that”)


4. Efron and Hastie (Ch.21, “Empirical Bayes Estimation Strategies”).
Day 8: False Discovery and Inference After the Design and Selection of a Model

Techniques for selecting a substantively meaningful model:

When should we believe that the pattern we discovered using our model is a meaningful one? This is a question that we have already begun to develop tools for answering during this course.

Readings:

1. Efron and Hastie (Ch.15, “Large-Scale Hypothesis Testing and FDRs”).

2. Efron and Hastie (Ch.20, “Inference After Model Selection”).

Suggested Readings:


Day 9: Putting everything together and extensions

Implementing and evaluating the wide variety of neural networks and other models for automating classification and prediction:

We will work on bringing all of the course material together during this penultimate class. It is also an opportunity to prepare for the optional final examination of the course, which takes place in the evening. The suggested readings also cover additional models that we were not able to cover in class. There are optional R programs that demonstrate the implementation of each of these models. These models can be implemented in predictive or categorization tasks and compared against the neural network from yesterday using one of the model comparison metrics that we covered earlier in the course.

Readings:

1. Review readings from prior class periods.

Suggested Readings:

2. Efron and Hastie (Ch.16, “Sparse Modeling and the Lasso”).

3. Efron and Hastie (Ch.17, “Random Forests and Boosting”).

Day 10: Ethical Responsibilities for the Social Data Scientist

*Issues relating to transparency and research ethics:*

Whenever we are using social media data, no matter how aggregated, the privacy of the individual’s personal data is an important consideration when designing a study.

*Readings:*


2. Margetts, Helen. 2017. “Political Behaviour and the Acoustics of Social Media” *Nature Human Behaviour* 1 (0086). [https://doi.org/10.1038/s41562-017-0086](https://doi.org/10.1038/s41562-017-0086)

*Suggested Readings:*


Day ++: Next Steps

Additional readings and training that will help to augment the material from this course:

In this course, we have focused exclusively on the research design tools and analysis techniques necessary for working with and understanding large scale social media and text datasets. We have not considered tools designed to gather and maintain large scale datasets. R is a useful tool for some of these tasks but other more powerful tools exist. Students should consider devoting additional energy to learning tools such as the python, json, and java programming languages and other tools for database management such as hive, hadoop, and SQL (Structured Query Language).

There is also still debate about the relative placement of the tools we have covered in this course we respect to other social science approaches. Below are links to entries from a recent symposium that debates this issue. Efron and Hastie also discuss throughout their book and especially in the “Epilogue”, the relative development of statistical theory and justification for the new computationally intensive models that computer scientists and social scientists have been developing for particular applications. This continues to be an active area of scholarship.

Suggested Readings:

1. Efron and Hastie (Ch14. “Postwar Statistical Inference and Methodology”).
2. Efron and Hastie (“Epilogue”).
3. Matloff 2011 (Ch.15: “Interfacing R to Other Languages”).

Symposium: Big Data, Causal Inference, and Formal Theory: Contradictory Trends in Political Science?


Additional Course Information

Biographical Details

I am currently an Assistant Professor in the Department of Political Science and Faculty Associate in the Center for Political Studies at the University of Michigan. Prior to beginning these appointments, I was the Jeffrey L. Hyde and Sharon D. Hyde and Political Science Board of Visitors Early Career Professor in Political Science in the Department of Political Science at Penn State University. I am also an Affiliated Scholar at the Security and Political Economy (SPEC) Lab at the University of Southern California. In June 2013, I graduated with a Ph.D. in political science from the University of California, San Diego. I also studied at the University of North Texas, where I graduated with an M.S. in political science (2007), a B.F.A in drawing and painting (2005), and a B.A. in political science (2005).

My core research focuses on the politics and measurement of human rights, discrimination, violence, and repression. I use computational methods to understand why governments around the world torture, maim, and kill individuals within their jurisdiction and the processes monitors use to observe and document these abuses. Other projects cover a broad array of themes but share a focus on computationally intensive methods and research design. These methodological tools, essential for analyzing data at massive scale, open up new insights into the micro-foundations of state repression and the politics of measurement.

Resources for Harassment

Title IX makes it clear that violence and harassment based on sex and gender, including violence and harassment based on sexual orientation, are a Civil Rights offense subject to the same kinds of accountability and the same kinds of support applied to offenses against other protected categories such as race, national origin, etc. If you or someone you know has been harassed or assaulted, you can find the appropriate resources here: www.bw.edu/resources/hr/harass/policy.pdf

Language and Gender

“Language is gender-inclusive and non-sexist when we use words that affirm and respect how people describe, express, and experience their gender. Just as sexist language excludes women’s experiences, non-gender-inclusive language excludes the experiences of individuals whose identities may not fit the gender binary, and/or who may not identify with the sex they were assigned at birth. Identities including trans, intersex, and genderqueer reflect personal descriptions, expressions, and experiences. Gender-inclusive/non-sexist language acknowledges people of any gender (for example, first year student versus freshman, chair versus chairman, humankind versus mankind, etc.). It also affirms non-binary gender identifications, and recognizes the difference between biological sex and gender expression. Teachers and students should use gender-inclusive words and language whenever possible in the classroom and in writing. Students, faculty, and staff may share their preferred pronouns and names, either to the class or privately to the professor, and these gender identities and gender expressions should be honored.” For more information: www.wstudies.pitt.edu/faculty/gender-inclusivenon-sexist-language-syllabi-statement.
Syllabus Acknowledgments

This syllabus is based on several courses that I have taken and designed over the last several years. Some of the material is based on the Research Design (PL SC 501) course that I developed at Pennsylvania State University when I began teaching there in the fall of 2013, which itself is based on similar course developed by David Lake and Mathew McCubbins at the University of California, San Diego. It is also based on material that I developed for a graduate measurement theory class (PL SC 597) and undergraduate Social Data Analysis and Design class (SO DA 308) that I also developed at Pennsylvania State University. Elements of the syllabus and other class materials created for this class are also based in part on the Bayesian Statistics class offered by Seth Hill at University of California, San Diego and the Measurement class offered by Keith Poole at UCSD and now the University of Georgia. Additional information about these courses is available in my teaching and mentoring statement http://cfariss.com/documents/Fariss_teaching_mentoring_statement.pdf.

Links to Earlier Versions of the Course Syllabi

Advanced Methods for Social Media and Textual Data, The 51st, 52nd, and 53rd Essex Summer School in Social Science Data Analysis

- Summer 2020 Syllabus
- Summer 2019 Syllabus
- Summer 2018 Syllabus

Exploration and Analysis of Social Media Data, The 49th, and 50th, Essex Summer School in Social Science Data Analysis

- Summer 2017 Syllabus
- Summer 2016 Syllabus

Analyzing Big Data, The 48th Essex Summer School in Social Science Data Analysis

- Summer 2015 Syllabus